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Abstract

Factor analysis of dynamic structures (FADS) is a
technique used in the automatic extraction of time activ-
ity curves (TACs) from dynamic sequences. Although it
has been reported that factor analysis with non-negativ-
ity constraints can in certain cases correlate with region

of interest (ROI) measurements in SPECT and PET

heart studies, the method does not ensure a unique solu-
tion. In this work it is-shown that the FADS result is
improved by using the Maximum Entropy Principle.
Both the FADS technique and the new maximum
entropy method were tested .on simulated data and

experimental *°™Tc-teboroxime canine cardiac data.
The results showed that the FADS technique, using only
non-negativity constraints, produced curves that did not
always closely approximate the true curves. The new
method, however, resulted in TACs that closely resem-
bled the true curves. Thus, the inclusion of an entropy
term is a useful method for obtaining more accurate
extractions of TACs from dynamic SPECT data.

I. INTRODUCTION

Factor analysis of dynamic structures [1-3] is a
- useful tool in the analysis of dynamic sequences. It can
be used for automatic extraction of Time Activity
Curves (TACs) from reconstructed dynamic heart
images {4,5] as well as for extraction .of TACs directly
from dynamic projections with no prior reconstruction
[6,7]. When performing a factor analysis on
reconstructed images, typically principle component
analysis is performed, then non-negativity constraints
are imposed on the factors and the factor coefficients.
The results of this procedure correlate with experimental
region of interest (ROI) measurements of TACs in
cardiac dynamic PET studies [4]. Unfortunately, a
solution utilizing only non-negativity constraints is not
mathematically unique. This has been a serious
limitation of this technique.

In this work we employed the maximum entropy
principle to improve the solutions obtained by FADS
utilizing only non-negativity constraints. The idea of
using the maximum entropy principle in factor analysis
in medical imaging has been previously

This work was supported by the NIH under Grant HL50663.

investigated [10]. In [10] a numerical study is presented
in which the entropy of the factors and the entropy of the
factor coefficients are maximized. The maximum
entropy method in factor analysis has also been used in
optics for estimation of component curves from
unknown mixture spectra [8,9). In this last approach
however, the entropy was maximized only over the
factors.

In the FADS method presented in this paper, a°
principal component analysis was performed first. Then,
the entropy calculated over the factors was maximized
concurrently with the imposition of non-negativity
constraints on the principal component analysis factors
and factor coefficients. The entropy was calculated only
over the factors as in [8,9] because maximizing entropy
over the factor coefficients, which lowers contrast in the
factor coefficient images conflicts with maximizing
entropy over the factors. It will be shown that contrast in
factor coefficient images is increased in our study by
including an entropy term. Results of computer
simulations of the uptake of teboroxime-Tc-99m in the
myocardium, and experimental results from a dynamic
canine teboroxime-Tc-99m study are presented.

FADS was applied to a dynamic canine teboroxime-
Tc-99m study because low count statistics in dynamic
SPECT results in images that have very low spatial
resolution, i.e., there is a large overlap of regions with
different temporal behavior, which makes it difficult to
obtain correct TACs of these regions by ROI
measurements. Also, the Compton scatter during the
data acquisition affects ROI measurements. In order to
minimize these effects the ROIs chosen must be small.
However, even small ROIs do not completely eliminate
the problem and small ROIs result in increased noise.

The goal of this work was to investigate the use of
the maximum entropy principle for a better estimation
of TACs, utilizing the FADS method.

II. METHODS

A. Factor Analysis of Dynamic Structures

The FADS method used in. this paper consisted of
two steps. The first step was a factor analysis of the data
A, where the matrix A of size NxM represented the
dynamic sequence of images. N was the number of

0018-9499 /99$10.00 © 1999 IEEE

2227

\



2228

pixels in each image, and M was the number of
dynamic images. Each of these images correspond to a
different time during the study. The data matrix A was
decomposed by performing the Singular Value
Decomposition (SVD). Only the K largest singular
values were used and the others were set to zero. The
number K was chosen subjectively by examining the
difference between each subsequent magnitude of
singular values. The decomposed matrix A could be
expressed by:

A=C-F. : (1)

The matrix F was the matrix of factors of size K x M,

"and C was the matrix of the factor coefficients of size

NxK. The rows of F were orthonormal and the
columns of C were orthogonal to each other.

Next the oblique rotation of the acquired matrices
was performed in order to eliminate the negative values
in both matrices. The rotation was done by estimating a
rotation matrix R of size K x X such that

A=CRY.RF=C.F. S ¢)

As a result, matrices € = CR-! and F = RF, were
non-negative. Given an R that satisfied (2), the matrices
C and F were determined within a scaling factor, i.e.
any row of C multiplied by any constant and

corresponding column of F multiplied by the reciprocal
of this constant would give exactly the same A . To
normalize the rotation matrix and eliminate this degree
of freedom, the last column of the matrix R had the
following form:

RlK = 1—(R11+R12+...+R1K_1)
3)

= 1_(RK1+RK2+"'+RKK—I)

Ryk

The matrix R was found by minimizing the
objective function which penalized the negativity of the
matrices F and C. As mentioned in the introduction,
the result of the oblique rotation will not be unique
when only the non-negativity constraint is used. To
achieve better results with FADS, we used the maximum
entropy principle by adding an entropy term to the
objective function, f(R):

N.K
f(R)=o- 2 H((CR—I),'j) . (CR—l)iz}' (C))
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where o, B, and & were positive scaling constants, and

the function H(x) was equal to 1 for x<0 and O for

x20. Also; p;; was defined as
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The first two terms in Eq. (4) are the terms which
penalize the negative elements of matrices C and F.
The third term in Eq. (4) is the entropy term. The
entropy term has a minus sign since the entropy is
maximized: The entropy term was calculated only over
the factors and only the positive values of rotated
factors, (RF)kj were taken into account during the

calculation of the entropy term. The function f(R) was
minimized by using the Simplex Downhill method [12].

An important aspect of finding R was the proper

estimation of the coefficients o, B, and 5. A]thougljl
there were three parameters, it was sufficient to estimate

just the ratios between them since all three parameteris ‘
contributed linearly to the objective function. The ratio
/B was determined by a short Monte Carlo simulatioil
in which random matrices R were generated. This

" simulation was done after theé decomposition of the 4

step, and before the minimization of f(R), so it was
specific to a given study. The ratio was chosen to be
such that 'the average contribution to the objectiv‘:e
function ffom the first and the second term of (4)

calculated in the Monte Carlo simulation were the sarn;e
(8 was equial to zero in this estimation). The value of the
ratio 8/P. was estimated based on the computejr
simulation 'of the MCAT phantom, and then the samje
ratio was used in the canine study. o

TACs acquired by FADS were in normalized unitsf;,
so in order to achieve quantitative results with tru;e :
magnitudes, the curves had to be scaled by an
appropriate scaling factor. Determination of this scaling
factor is important in order to achieve quantitative

results. The scaling factors in this paper were calculated



as the average value of the 3 highest coefficients of a
given factor. Curves scaled in this way could be directly
compared with ROI measurements which were also
based on selecting the regions of the image with
maximum amplitude. Wu et al [4] used a similar
approach to extract scaling factors, but the scaling factor
was calculated from the values above a certain
threshold. Houston and Sampson [18] calculated scaling
parameters in renal studies based on total count in the
factor images, which required specifying the region over
which the total count was calculated. We found, based
on computer simulations, that our scaling approach gave
quantitatively sound results.

B. Computer Simulations

Computer simulations were performed using the
MCAT phantom [11]. A time series of images was
created using a slice of the heart region of the MCAT
phantom. Each image was 64x64 pixels and consisted of
two factors: blood and myocardial tissue. The blood and
myocardial tissue activity concentrations were formed to

simulate the uptake of **™Tc-teboroxime in the heart
[13]. Background activity was assumed to be one-tenth
of the blood pool activity; 183 dynamic images were
simulated. Data was simulated with 50 realizations of
40% Gaussian noise (variance equal to 40% of the pixel
value). To simulate the presence of vasculature arteries in
- the heart tissue 15% of the blood component was added
to the simulated tissue curves [13]. Only a 20x19 pixel
region encompassing the heart was analyzed.

The agreement between the curves found by

minimizing (4) and the true activity curves was analyzed
by calculating a norm of the curve difference. The curve

difference was computed as the sum over all time points

of the squared differences between the curves.

'C. Experimental Canine Studies

Data from canine studies [15] were used to evaluate

the factor analysis techniques. A three-detector scanner
(PRISM 3000XP Picker International Inc., Cleveland,
OH) with fan-beam collimators (65 cm focal length)
was used to acquire transmission and emission projec-
tion data. The transmission scan was performed prior to

the emission acquisition using a 3Gd fan-beam trans-
mission line source. Without moving the canines, a

bolus of **™Tc-teboroxime was injected 5 seconds after
the start of the dynamic acquisition. The camera
acquired 120 projection angles every 5 seconds for 17
minutes. The 179 dynamic 3D images were recon-
structed using 25 iterations of the- ML-EM algorithm
[16] with attenuation correction using attenuation maps
that were determined by the transmission scan and

scaled to the energy of 99mTe The reconstructed 3D

images were then reoriented to obtain short-axis slices
of the heart. Both factor analysis methods were applied
to a 13x13 pixel region encompassing the myocardium
in one short axis slice. The computation time for the
optimization step was on the order of 15 seconds on a
SPARC Station 3000. All of the factors were contained
in this region. A small subregion was used because
larger regions would contain additional components
(e.g. liver). In analysis of these larger regions, the addi-
tional components could be neglected by zeroing the
corresponding singular values, but it would lower the
accuracy of the solution. Also, taking additional compo-
nents into account would increase the complexity of the
model. :

The TACs extracted by the FADS methods were
compared to curves obtained from manually chosen
ROIs of four pixels. The blood input function was com-
pared also to the measurement of the blood function by.
a blood flow probe. This probe consisted of an Nal
detector placed on an arterial-venous shunt.

III. RESULTS AND DISCUSSION

A. Results of the computer simulations

The effect of the entropy term in the objective
function was investigated with computer simulations.
Fig. 1 shows that with the entropy term, />0, the
acquired blood curves agree better with the truth. That
is, the norm between the curves and the truth was
smaller. The norm rapidly decreased when &/8>0,
reached its minimum, and then slowly increased as 8/p
increased. The entropy term had little effect on the
tissue curves extracted by the FADS.

The comparison of the simulated curves with the

~ TACs obtained by the FADS is presented in Figs. 2 and

3. The curves presented in Figs. 2 and 3 are results
averaged over the 30 noise simulations. In Fig. 2 the
large mismatch in the blood TACs between the result of
the FADS with only non-negativity constraints and the
trué blood curve is shown. In Fig. 3, by using entropy,
the blood curves match. In both of these cases (with and
without entropy) the FADS tissue curves agreed with the
simulated curves. : ’

B. Results of the experimental canine study

At the beginning of the dynamic canine study, the
bolus of the radioactivity first accumulates in the right
ventricle, creating a sharp peak of increased activity in
the right ventricle. This created an additional factor in
the dynamic sequence which was taken into account.
This factor will be referred to as the right ventricle (RV)
factor. The results of the FADS method were compared
to the ROI measurements and the blood

o
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Figure 1. Value of the curve difference between the TACs obtained
by FADS and the true curves vs. the different value of the ratio
8/ . The darker gray line corresponds to the true tissue, and
lighter gray line to the tissue with 15% of the blood component.
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Figure 2. Comparison of the time activity curves acquired by FADS
with only non-negativity constraints to the simulated curves.
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Figure 3. Comparison of the time activity curves acquired by FADS
with non-negativity and entropy constraints to the simulated curves.
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Figure 4. Values of the logarithm of the 10 largest singular values for
3 different canine studies. Circles correspond to the study presented
in this paper. Triangles and squares correspond to other canine stud-
ies. .
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Figure 5. Comparison of the blood time activity curves acquired b§
FADS to curves obtained by the ROIL measurements for the;:

teboroxime-Tc-99m canine stress study.
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Figure 6. Corhpa:ison of the blood time activity curves acquired b§‘
FADS with entropy to the curves obtained by the blood flow probé;
mcasurement$ for the teboroxime-Tc-99m canine Stress study (curves
scaled to the same integral under the curves). ;
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Figure 7. Comparison of the tissue time activity curves acquired by
FADS to the curves obtained by the ROI measurements for the
teboroxime-Tc-99m canine stress study.
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Figure 8. Comparison of the right ventricle time activity curves

acquired by FADS to the curves obtained by the ROI measure-

ments for the teboroxime-Tc-99m canine stress study.

Figure 9. Images of factors extracted by FADS. The first column -
corresponds to the blood, the second to the tissue, and the third to
the RV factor. The first row of images was obtained by FADS with
non-negativity constraints, and the second row by FADS with
entropy.

flow measurements. In Fig. 4 it can be seen that in some
studies it was easy to determine using magnitudes of
singular values, how many components were in the
image, e.g., 3 first components for studies corresponding
to the triangles and the squares. It is clear that in these
studies the first 3 singular values are much higher than
the other values which are lower in magnitude. On the
other hand it is not clear in the third case (circles). It is
expected that in canine cardiac studies there will be 3
components. In this case it was not clear whether a
fourth component should be used. However, by
examining the structure of the factor curves and factor
coefficients, we found that the coefficients for the third
and fourth components were similar, but the fourth
component did not bring additional structure and the
corresponding singular value was small. Therefore, it
was not used. '

Figure 5 shows the comparison -of the blood TACs
extracted by the FADS to the ROI measurements.
Similar to the simulations, the entropy term was needed
to achieve agreement between the results of FADS and
the ROI methods as shown in Fig. 5. The size of the ROI
was only four pixels and as a result, FADS with entropy
and ROI curves agree but the ROI curve is noisier. If
larger ROIs are used, the curves will not match due to
increased spillover in ROI curves. Figure 6 shows the
comparison of the TACs obtained by the blood flow
probe measurements with the TACs obtained by FADS
with entropy. The figure shows the agreement between
the TACs except at the beginning of the study where the
curves differ in peak height. This difference is due to the
poor temporal resolution of the dynamic SPECT
acquisition.

In teboroxime-Tc-99m cardiac imaging, the
availability of teboroxime in the blood for extraction is
reduced by teboroxime binding [17]. The measured
TAC:s of the blood- either by FADS, RO], or flow probe-
are thus not necessarily the blood input which should be
used in estimation of kinetic parameters. However, it has

been shown that wash-in k21 ‘s estimated with blood

input from ROIs correlate well with blood flow in
canines [13]. '

Figures 7 and 8 present the comparison between
tissue and RV curves obtained by FADS with the TACs
obtained by ROI measurements. As in the computer
simulations, the entropy only slightly affects the tissue
curves obtained by FADS and they both agree with the
ROI measurements. The ROI curves are noisier. Figure
8 shows that results of FADS and ROI measurements
differ. This difference is due to increased spillover from
tissue and blood in ROI measurements. This can be seen
in Fig. 9 where the tissue and blood factor coefficient
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images overlap with the RV. Also, in the same figure, the
blood overlaps the tissue, but, as can be seen in Fig. 7, it
does not affect the tissue curves. Figure 9 shows the

images of the factor coefficients obtained by FADS. The"

contrast in the image of the tissue factor was increased
by use of an entropy term calculated over the factors.
That means that by maximizing entropy calculated over

factors, the entropy of factor coefficients is lowered.

IV. CONCLUSIONS

A maximum entropy term was used with the FADS
method for the extraction of TACs from a time series of
images acquired by dynamic SPECT. We showed that
the agreement between the true curves and the TACs
obtained by the FADS method in computer simulations
was improved by the utilization of a maximum entropy
term in the objective function. Also, curves obtained by
ROIs and flow probe blood measurements showed better
correlation with the TACs obtained by the FADS when
the entropy term was used. It has been shown [5] that
the effects of non-uniqueness in the FADS method are
especially prevalent in the blood component and are not
as prevalent in the tissue curves. The work in this paper
confirms these findings and it shows that utilization of
an entropy term removes the ambiguity of the FADS
when extracting the blood input function. The method
improves the accuracy of the FADS acquired blood
curves yet does not affect the tissue curves that do not
suffer from non-uniqueness effects. Additionally, the
use of the entropy term improved the contrast in the
tissue factor coefficient images.
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